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Impact on the far future is the most 

important feature of our actions today



What Is (Axiological Strong) Longtermism?
Axiological Strong Longtermism:
In the most important decision 
situations facing agents today,

(i) Every option that is near-best
overall is near-best for the far
future.

(ii) Every option that is near-best
overall delivers much larger
benefits in the far future than in
the near future.
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The Far Future?
Everything after some time t (where t is, 
e.g., 100 years after the point of decision).

The Near Future?
Everything before t and after the point of 
decision. 

t



What Is (Axiological Strong) Longtermism?
Axiological Strong Longtermism:
In the most important decision 
situations facing agents today,

(i) Every option that is near-best
overall is near-best for the far
future.

(ii) Every option that is near-best
overall delivers much larger
benefits in the far future than in
the near future.

Near-best overall / for the far future
Proportional distance from zero benefit to 
the maximal available benefit.

Much larger?
Multiplicative factor

Benefits?
Increases in value relative to the status 
quo
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Why Think It’s True?
(Temporary) Assumptions:

1. Ex Ante Value of an option is 
its expected value.

2. Value is total welfare.

3. Time-separability for benefits.
So, V(Overall benefits) = 
V(near-future benefits) + 
V(far-future benefits).

The expected value of an option is the 
weighted sum of the values of its outcomes, 
where the weights correspond to the 
probability that that outcome results.

Total Welfarism: The value of a complete 
world-history is the total sum of well-being 
in that world-history. 

Roughly, time-separability means that the 
value of one period of time is independent 
of (or “separable” from) the values of other 
times.



Why Think It’s True?

V(Far-future) = sum of each person’s
well-being

V(Near-future)

V(Overall) = V(Near-future) + V(Far-future)



Why Think It’s True?

V(Far-future) = sum of each person’s
well-being

V(Near-future)

V(Overall) = V(Near-future) + V(Far-future)

There is (in expectation) a vast number of 

lives in the future of human civilization.



There is (in expectation) a 
vast number of lives in the 
future of human 
civilization. How vast?!



How vast the number of lives in the far-future?

104 centuries:
a million years

1010 lives per century:
ten billion lives



How vast the number of lives in the far-future?
Space Settlement (Solar System)
“If humanity lives not only on Earth but also on 
other planets—in our own solar system, elsewhere 
in the Milky Way, or in other galaxies too—then 
terrestrial constraints on future population size 
disappear, and astronomically larger populations 
become possible.” 

“Even if we only settle the solar system, civilisation 
would have over 5 billion years until the end of the 
main sequence lifetime of the Sun, and we would 
have access to over two billion times as much 
sunlight power as we do now.”



How vast the number of lives in the far-future?
Space Settlement (Milky Way)
“If humanity lives not only on Earth but also on 
other planets—in our own solar system, elsewhere 
in the Milky Way, or in other galaxies too—then 
terrestrial constraints on future population size 
disappear, and astronomically larger populations 
become possible.” 

“If we are able to widely settle the rest of the Milky 
Way, then we could access well over 250 million 
rocky habitable-zone planets, each of which has the 
potential to support trillions of lives over the 
course of their sun’s lifetimes.”



How vast the number of lives in the far-future?
Digital Sentience
“The second radical possibility is that of digital 
sentience: that is, conscious artificial intelligence 
(AI).”

“[I]t makes interstellar travel much easier: it is 
easier to sustain digital than biological beings 
during very long-distance space travel. [And] 
digital sentience could dramatically increase the 
number of beings who could live around one star: 
digital agents could live in a much wider variety of 
environments, and could more efficiently turn 
energy into conscious life.”



How vast the number of lives in the far-future?

Estimate: 1024

(Low estimate: 1018)



Objection 1: The 
Washing-out Hypothesis



The Washing-out Hypothesis
The far-future effects of one’s 
actions are very hard to predict. 
So, in expectation, the effects of 
one’s decision on the 
near-future carry more weight 
than the effects on the 
far-future.

“Might it be that the expected 
instantaneous value differences between 
available actions decay with time from the 
point of action, and decay sufficiently fast 
that in fact the near-future effects tend to 
be the most important contributor to 
expected value?”



The Washing-out Hypothesis
The far-future effects of one’s 
actions are very hard to predict. 
So, in expectation, the effects of 
one’s decision on the 
near-future carry more weight 
than the effects on the 
far-future.

Response:
There are things we can do now that we 
can be fairly confident will affect the 
far-future in positive ways.

Namely, 

(1) mitigating the risks of premature 
human extinction, and

(2) positively shaping the development 
of artificial superintelligence



What influence do we 
have?

Existential Risk



The Washing-out Hypothesis
The far-future effects of one’s 
actions are very hard to predict. 
So, in expectation, the effects of 
one’s decision on the 
near-future carry more weight 
than the effects on the 
far-future.

Response:
There are things we can do now that 
we can be fairly confident will affect 
the far-future in positive ways.

Namely, mitigating the risks of 
premature human extinction. 

http://www.youtube.com/watch?v=d1jMlb8E08k


The Hinge of History
“We live during the hinge of history. Given 
the scientific and technological discoveries 
of the last two centuries, the world has never 
changed as fast. We shall soon have even 
greater powers to transform, not only our 
surroundings, but ourselves and our 
successors. If we act wisely in the next few 
centuries, humanity will survive its most 
dangerous and decisive period. Our 
descendants could, if necessary, go 
elsewhere, spreading through this galaxy.” Derek Parfit, On What Matters, Vol. II (2011)



Discussion Question:
Is Parfit right that “we live 
during the hinge of 
history”?  
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Objection 2: The 
argument rests on many 
controversial assumptions



Controversial Assumptions
(Temporary) Assumptions:

1. Ex Ante Value of an option is its 
expected value.

2. Value is total welfare.

3. Time-separability for benefits.
So, V(Overall benefits) = 
V(near-future benefits) + 
V(far-future benefits).

What about risk-aversion? 

Making people happy vs. making happy 
people?

Assuming a 0% rate of pure time preference.



Objection 3: Epistemic 
worries



Cluelessness
“Perhaps the beings that are around will 
be very unlike humans. Perhaps their 
societies, if they have anything that can be 
called a society at all, will be organized in 
enormously different ways. For these and 
other reasons, perhaps the kinds of things 
that are conducive to the well-being of 
far-future creatures are very different 
from the kinds of things that are 
conducive to our well-being. Given all of 
this, can we really have any clue about the 
far-future value of our actions even in 
expectation?”

“[W]e are clueless both about what 
the far future will be like, and about 
the differences that we might be 
able to make to that future.”



We will discuss these more 
later on.



Deontic Strong 
Longtermism: 
One ought to choose the option 
that’s best for the very far 
future.



The Stakes Sensitivity Argument
P1 If the stakes are very high, there are no

serious side-constraints, and the personal
prerogatives are comparatively minor, one
ought to choose a near-best option.

P2 In the most important decisions facing
agents today, the stakes are very high, there
are no serious side-constraints, and the
personal prerogatives are comparatively
minor.

C In the most important decisions facing
agents today, one ought to choose a
near-best option.

Consequentialism:
One ought to do what’s best.

Deontology:
in some cases, we aren’t required to do 
what’s best (we have the prerogative not 
to); and, in some cases, we shouldn’t do 
what’s best (e.g., because it violates a 
“side-constraint").
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Discussion Question:
Suppose you have a rich friend who has 
left their wallet unattended. You could 
easily swipe a few hundred 
dollars—they’re so rich they probably 
won’t even notice—and donate it to 
your favorite Longtermist cause.

Should you?
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What Do You Think about 
Longtermism?



Next Time:
How valuable is existential 
risk reduction?


